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Abstract—Sensor trajectory optimisation involves extensive
search over the sensor motion space against an optimisation
criterion. The search under dynamic programming or fixed grid
is often computationally nontrivial even for a myopic search
scenario. In this paper, we study the problem of an autonomous
underwater vehicle planning its return route to a moving recovery
vessel. To complicate the issue, the AUV needs to localize the
vessel using angle-only measurements. Accordingly, we propose
a random sampling based trajectory planning algorithm that
incorporates both a dynamic goal and the need to localize that
goal. More precisely, we incorporate an information theoretic
cost into a rapid-exploring random tree trajectory planning
framework thus allowing the AUV to both localize and reach
the recovery vessel. Our experimental results show that the
proposed method may achieve the same trajectory optimisation
performance as that under dynamic programming method but
with greater computational efficiency.

Index Terms—Trajectory optimisation, path planning, angles-
only tracking, RRT*, AUV

I. INTRODUCTION

Autonomous Underwater Vehicles (AUV) are expected to
play an increasingly important role in a wide range of undersea
applications such as conducting surveys to map the seabed
and locate bottomed objects, sensing and characterising the
undersea environment, and monitoring the movements and
behaviours of surface vessels, underwater vehicles, other sub-
surface objects and/or marine life [1]. Vehicles operating in
the underwater environment often rely on sonar as the primary
method for sensing and communicating over extended ranges
due to the significant attenuation of electromagnetic signals.
Fig. 1 illustrates the scenario we used to explore a passive
sonar based application, an AUV operating in cooperation
with a surface vessel that supports deployment and recovery
of the AUV. The AUV relies on knowledge of recovery vessel
state, which is estimated based on an angles-only tracker using
onboard passive sonar measurements, to steer itself back to the
safe recovery region.

Tracking of a moving target from a single angles-only
sensor requires the sensor to perform maneuvers during the
process of measurement to acquire observability required
for estimating the kinematic state of the underlying target.
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Fig. 1. Recovery vessel transit between AUV and multiple secondary vessels

The trajectory of sensor motion is critical for the reduction
of estimation error and a trajectory optimisation process is
generally necessary for driving the sensor movement in a
way to allow the tracker to maintain the minimal estimation
error. This operation under traditional dynamic programming
implementation is based on a N-step ahead fixed grid search
strategy. While the expected precision can be achieved by
choosing N > 1 steps with a fine grid of sensor motion
hypotheses, the associated computational complexity is usually
beyond acceptable as the number of hypothesis to be dealt with
grows exponentially with the number of steps involved.

Alternatively, trajectory optimisation can be performed us-
ing random sampling based techniques which can handle a
large N steps with computational complexity linear to the
number of samples used. The performance of these techniques
can approach the optimal solution in the limit where the
number of samples becomes large. A representative sampling
based approach is the rapid-exploring random tree (RRT)
algorithm. It was originally proposed by LaValle in [2] and
the standard RRT was later extended to the RRT∗ algorithm
in [3]. Several variations appeared in the literature including
the Linear Quadratic Regulation RRT∗ [4] and Incremental
Sampling-based Methods [5]. The RRT algorithm for trajec-
tory optimisation with unpredictable obstacles was reported



in [6]. A summary of recent sampling based techniques is
presented in [7].

The sensor trajectory optimisation problem is also known
as trajectory scheduling or path planning in the literature [8].
This is cast as a partially observed Markov decision process
(POMDP) [9], [10], where the decision process is carried out
by minimising the cost or maximising the reward against a
measurable criterion that is related to the Fisher information
[11]–[13] or mutual information [14], [15].

In this work, we propose a RRT∗ based algorithm with
a modified sampling picking procedure for optimising AUV
trajectory in its recovery process. For angles-only tracking, a
multi-step ahead trajectory optimisation is performed between
every adjacent sampling points, but the AUV is only driven one
step at every epoch. Therefore, a biased tree growing strategy
which draws more samples in the vicinity of the sensor/AUV
location to cover all possible kinematic state hypotheses of
the AUV is preferable. We show by simulation that computa-
tional complexity is substantially reduced by growing the tree
branches from the AUV using distance ordered samples in the
AUV trajectory optimisation process.

The angles-only tracking problem is described in Section
II. We propose the progressive RRT∗ approach in Section
III. Experiment setup and results discussion are presented in
Section IV which is followed by the conclusions in Section
V.

II. THE ANGLES-ONLY TRACKING PROBLEM

Angles only tracking problem can be illustrated by a 2D
example shown in Fig. 2, where the sensor with initial position
x0 = (x0, y0)′ is used to estimate the position x = (x, y)′ of
a static target by observing the line of sight angle between the
target and itself. In order to observe x, the sensor must take
another measurement at a different position x1 = (x1, y1)′.
Therefore, we have the following measurement model:
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Fig. 2. Measurement of angles-only tracking.
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where ω is assumed to be a Gaussian zero-mean random
variable with standard deviation σ to signify observation noise.

Remarks:
• For moving targets, future target states are approximated

from the tracker prediction.

• To solve x = (x, y)′, the necessary condition is ∆θ =
θ1 − θ0 6= 0. This requires the sensor moving to
x1 = (x1, y1)′ at a non-zero correction angle ϕ. Let
r be the sensor travel distance from x0 = (x0, y0)′ to
x1 = (x1, y1)′, and d the distance between x0 = (x0, y0)′

and x = (x, y)′. We can show that the optimal sensor
heading under the maximum determinant of Fisher infor-
mation matrix on (1) is given by

ϕopt = ± arctan

(
|r2 − d2|

2rd

)
(2)

Based on (2), the optimal sensor course correction ϕopt

vs. the distance r that the sensor is able to move in one
step is plotted in Fig. 3.

• Fig. 3 indicates that the optimal sensor course correction
is ϕopt ≤ π/2 while the sensor is approaching to target.

Fig. 3. Optimal sensor movement direction for given radius constraints to
maximize information gain in tracking a stationary target. Two symmetric
solutions are indicated in different colors.

For the problem of an AUV chasing a recovery vessel, the
AUV observation angles include bearing and elevation angles
between the recovery vessel (target) and itself. Without loss
of generality, in this paper we only consider a 2D case, i.e.,
angles-only measurements in our simulation. The determinant
of the Fisher information matrix G associated with the sensor
observation (1) is used as the reward function in the AUV
trajectory optimisation. The Fisher information matrix G for
the measurement (1) is defined as

G
∆
= E

[(
∇x ln p(z|x)

)(
∇x ln p(z|x)

)′]
x≈x̂

, (3)

where ln p(z|x) is log-likelihood, target state x is approxi-
mated by the posterior state estimate x̂ obtained by the tracker.
Thus, during each step the AUV will move to the point
xs
k, k = 1, 2, · · · such that the accumulated determinant of

Fisher information matrix
∑k

i=1 Gi at xs
k is maximised [16].

III. PROGRESSIVE RRT∗ APPROACH

A. Procedure of the standard RRT∗ scheduling

The standard RRT∗ algorithm grows a tree rooted from the
sensor location by using random samples drawn in the location
search space, iteratively. The tree is defined by the set of
selected node locations, denoted by B = {qs,1,qs,2, · · · },



where qs,i = (xi, yi) for 2D case. At each iteration, the
process involves

1) Draw a random sample qr.
2) We then find the node, denoted by qn, in the tree/branch

which is closest to qr.
3) Steer from qn to qr reaching to qnew, a node which

the sensor may reach feasibly without colliding with an
obstacle.

4) Update the cost/reward for the sensor moving from the
parent qn to qnew against the required optimisation
criterion. For angles-only tracking, the accumulated de-
terminant of the Fisher information matrix is computed
as the reward.

5) Determine the parent node of qnew by selecting the node
of lowest cost (or highest reward) without colliding with
an obstacle from the tree in the circular boundary de-
fined by the sensor maximum moving distance between
adjacent sampling epochs centered at qnew;

6) Add qnew into the tree B;
7) Repeat the procedure from 1) until the number of sam-

ples is reached or the sensor achieves the intended goal
of closing within a specified distance of the recovery
vessel.

Remarks: In the angles-only AUV scheduling problem, the
trajectory optimisation is computed over a multiple step look
ahead, however the sensor only moves along the first step at
each time epoch. Thus, it is important to have enough samples
covering all possible sensor trajectories, in particular, in the
first few steps. On the other hand, computational complexity
of the RRT∗ algorithm is proportional to the number of
samples used. This suggests the use of a biased tree in the
RRT* implementation which can achieve the sensor trajectory
optimisation efficiently. The random tree can be biased by
increasing the probability of sampling states from a specific
area. We discuss this further in the next section.

B. RRT∗ method discussion

As suggested in [5], several approaches can be used to
generate a biased tree for our angles-only tracking problem.
Here we discuss two of them: 1) Random sample picking
(standard); 2) Distant progressive sample picking.

Random sample picking: draw samples uniformly over
the area of interest and pick a sample randomly each time for
growing the tree branch.

Progressive distance sample picking: draw samples uni-
formly over the area of interest and pick a sample based on
the order from near to far distance between the sample and
sensor in the “tree exploring” process.

An obvious drawback of the progressive distance sample
picking is that samples behind a large obstacle are eliminated
in the tree branch growing process, as shown in Fig. 4.
Nevertheless, this method may be used for the following
reasons.

1) The sensor trajectory optimisation strategy: at each
optimisation circle, sensor will move only one step along
the optimised path.

Fig. 4. Using the progressive distance sample picking method, samples behind
a fully blocked obstacle will be lost. Note that this single run results in 39
steps of sensor movement while in the proposed scheduling scenario, the
sensor is only allowed to move one step forward from a single run.

2) While there are many possibilities for the first step of
sensor movement, the best “first step” requires a large
number of samples to identify.

3) RRT∗ algorithm tends to be optimal for path search-
ing/planning as the number of samples becomes large.

4) The progressive distance sample picking method enables
the possibility to cover the area near the sensor with full
sample density by using a lower number of samples.

5) For angles-only tracking, it is important to have a high
density of samples in the proximity of the sensor so that
all possible directions in the field of sensor view can be
covered.

Next, we compare the two sample picking methods for the
RRT∗ algorithm using a 2D static target tracking example.
Here, the accumulative log determinant of the Fisher infor-
mation matrix, obtained based on the observation model (1)
between adjacent steps along each of all paths, serves as the
reward. During each sampling period, the sensor is steered
along the path of maximum reward.

C. Random sample picking vs. progressive distance sample
picking

The sensor starts from (0, 200) and moves toward a static
target at (900, 900) with a field of view angle of 360o. During
each sampling interval, which we call a step, the sensor is
able to move a maximum distance of 100 m and receives one
measurement from the target. The standard deviation of sensor
measurement noise ω is assumed to be 2o. The scenario is
shown in the simulation result plot Fig. 5, where the green
circles are obstacles of known locations in the experiment. In
practice, they represent the areas occupied by other vessels
and their locations are unknown and estimated by the tracker
as well and we assume that they can be distinguished from
the recovery vessel by their motion dynamics.

For the progressive distance sample picking method, we
chose to use samples in a reduced area centered at the sensor



with 1/16 the number of samples that were used for the random
sample picking method. On the other hand, the random sample
picking method uses all samples which are uniformly drawn
from the area of interest. The comparison of the two methods
is summarised in Table I, where “Total CPU time” is the total
computational overhead for optimising the sensor trajectory
from the start point to the target location. “Mean No. ahead
steps” is the average number of target measurements received
by the sensor during the sampling period that are used by the
RRT∗ algorithm to plan ahead. This number becomes smaller
as the sensor gets closer to the target. The comparison of
optimised sensor trajectories between the two sample picking
methods under different sample sizes are shown in Fig. 5 (a)
and (b), respectively. These plots illustrate how the optimised
trajectory varies with the number of samples and cost criterion
used as well.

The above simulation analysis suggests that the RRT∗

algorithm with a progressive distance sample picking method
achieves a better compromise between accuracy, performance
and computational complexity.

TABLE I
PROGRESSIVE DISTANCE SAMPLE PICKING VS. RANDOM SAMPLE PICKING

No. of Samples 500 3500 6500 10000
Progressive distance sample picking

Total CPU time (s) 0.3204 8.5704 32.2665 61.5984
Mean No. ahead steps 4.4706 4.8000 5.1429 5.1429

Random sample picking
Total CPU time (s) 9.2299 350.0706 1038.8 2458.8
Mean No. ahead steps 10.7778 10.3125 9.6923 9.9231

IV. EXPERIMENTAL RESULTS AND DISCUSSION

In this section, we demonstrate the performance of RRT∗

algorithm with the method of progressive distance sample
picking for the application of an AUV chasing a moving
recovery vessel using angles-only observations. The angle
measurement errors are assumed to be Gaussian distributed
with zero-mean and standard deviation of 2o. As shown in
Fig. 6, the AUV starts chasing from the origin at a speed
no greater than 60 meters per minute and it measures the
recovery vessel bearing once per minute. Initially, the recovery
vessel is at the position (300, 350) meters and it is moving
at a constant velocity of [12, 8]T meters per minute when the
AUV chasing starts. Six other vessels are distributed over the
locations as shown in the figure. The location uncertainties are
denoted using circles with radius equal to 80 m. While angle
measurements of the recovery vessel can be received at any
location, the AUV is not allowed to enter the other vessel
uncertainty regions. The chasing will stop when the AUV
enters into a circular recovery area centered at the recovery
vessel with radius of 60 meters.

One hundred Monte Carlo runs are performed for each of
the following cases:

1) 3000/6000 samples are drawn uniformly over the area.
During each sampling period, the AUV moving trajec-

(a)

(b)

Fig. 5. RRT∗ method analysis: Optimised sensor trajectory in different sample
sizes: (a) Progressive distance sample picking using 1/6 of total number of
samples. (b) Random sample picking using full number of samples.

Fig. 6. Illustration of the scenario of an AUV chasing a recovery vessel,
where a typical AUV moving trajectory scheduled via RRT∗ algorithm is
given.



Fig. 7. AUV moving trajectories optimised by the RRT∗ with random sample
picking which uses all 6000 samples drawn uniformly over the entire area of
interest.

tory is optimised using the RRT∗ algorithm with a ran-
dom sample picking method (standard RRT∗ procedure).

2) 3000/6000 samples are drawn uniformly over the area.
During each sampling period, the progressive distance
sample picking method is used to select 1/6th of the
total 3000/6000 samples located in the vicinity of the
estimated recovery vessel location.

3) 10000 samples are drawn uniformly over the area.
During each sampling period, the progressive distance
sample picking method is used to select 1/6th of the total
10000 samples located in the vicinity of the estimated
recovery vessel location.

Fig. 8. AUV moving trajectories optimised by the RRT∗ with progressive
distance sample picking which uses 1/6 of total 6000 samples drawn uniformly
over the entire area of interest.

Simulation results are shown in Figures 7, 8, 9 and Table

II, respectively. Red lines are the optimized UAV trajectories
from 100 Monte Carlo runs. These results show:
• Total CPU time - which shows the actual computational

complexity for the underlying case.
• Number of steps ahead scheduled in the RRT∗ to

determine the AUV first step movement, where a large
number signifies a better optimisation strategy but a big
computational overhead.

• The total number of measurements taken during the
AUV chasing process, which reflects the total time taken
to complete the chase.

TABLE II
RANDOM SAMPLE PICKING

No. of Samples 3000 6000 10000
Random sample picking

Total CPU time (s) 334.5 1283.6 –
Total No. of meas. taken 21 20 –
No. steps scheduled for taking 1st meas. 16.9 16.3 –

Progressive distance sample picking
Total CPU time (s) 8.7 28.6 72.3
Total No. of meas. taken 28.5 25.8 23.5
No. steps scheduled for taking 1st meas. 10 10 10.2

Fig. 9. AUV moving trajectories optimised by the RRT∗ with progressive
distance sample picking which uses 1/6 of total 10000 samples drawn
uniformly over the entire area of interest.

From the simulation results, we observed that
• the RRT∗ scheduling performed on a full scale (i.e.,

Random sample picking method) is the ideal approach
and approaches the optimal solution as the number of
samples becomes large. As shown in Fig. 7, scheduling
based on the standard RRT* approach with 6000 samples
drawn, results in the lowest number of measurements
(21). However, the actual computational overhead asso-
ciated is beyond practical (i.e., more than 21 minutes).

• when the scheduling is done using the RRT∗ with the pro-
gressive distance sample pick method, which uses only



those samples in the vicinity of AUV, the computational
overhead is substantially reduced. As shown in Figures
8, 9 and Table II, while more efficient, the required
chasing time, or in other words, the average number of
measurements taken is increased from 21 to 28.5 with
3000 samples, 25.8 with 6000 samples and 23.5 with
1000 samples.

• Fisher information approximated with the posterior esti-
mate of recovery vessel is chosen as the reward function.
This will maximise knowledge of recovery vessel loca-
tion.

This result suggests that for the AUV chasing recovery vessel
application, the RRT∗ algorithm with progressive distance
sample picking may provide a better trade-off between fea-
sibility, chasing time and number of samples drawn.

V. CONCLUSIONS

In this paper, we implement the RRT∗ algorithm with a
biased random tree for the application of an AUV trajectory
scheduling approach for chasing a recovery vessel using
angles-only measurements. The AUV is required to chase
the recovery vessel and reach it as soon as possible whilst
simultaneously steering its trajectory in order to minimise
the estimation error of the recovery vessel target state and
to avoid entering the areas surrounding other vessels. Our
simulation results show that for the autonomous AUV recovery
application, the proposed method can provide a better trade-
off between feasibility, chasing time and number of samples
drawn. On the other hand, running the standard RRT∗ proce-
dure may have issues associated with either lack of samples
or excessive computational resource requirements.
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